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I. INTRODUCTION 

Student graduation is the most 

important thing in tertiary institutions, where 

graduation is one of the standards of success 

for colleges and alumni, to achieve graduation 

at a university, they must follow the Internal 

Quality Standards (SPMI), one of the 

standards set by the Management study 

program. AMIK Medicom informatics is to 

produce graduates on time for 3 years or 6 

semesters with a minimum GPA of 3.00. 

There is a difference between the number of 

students entering and leaving, so a decision-

making research is needed in predicting 

graduation times and standard grades to 

achieve the specified GPA. Graduating on 

time is very useful not only for students but 

also for the campus, where the party will 

increase the accreditation and quality of the 

campus, as well as for students it will be easier 

and faster to find work or continue their 

education to a higher level [1]. 

In this study using data mining, where 

the variable determined is the graduation time 

for 3 years with a minimum standard GPA of 

3.00. The data mining method uses 
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mathematics, artificial intelligence, machine 

learning that is useful in identifying data on a 

large scale [2]. Then search for supporting 

values that influence each other in graduation 

[3]. So the suitable algorithms are KNN and 

Naives Bayes. The KNN algorithm works 

based on the shortest or closest distance [4]. 

While the algorithm In the application of 

previous research conducted by [5], the 

prediction accuracy using the KNN algorithm 

method was 70%. Meanwhile, Naive Bayes is 

the most efficient and effective in data mining 

[6]. 

 

II. THEORETICAL BASIS 

A. Data Mining 

The data mining method uses 

mathematics, artificial intelligence, machine 

learning that is useful in identifying data on a 

large scale [7]. 

Data mining has functions in several 

areas, namely: 

1. Description 

2. Estimate 

3. Prediction 

4. Classification 

B. Knowledge Discovery in Database 

(KDD) 

When you submit your final version, 

after your paper has been accepted, prepare it 

in two-column format, including figures and 

tables.  

 

 

 

 

Fig. 1. Stages of the KDD Process. 

 

C. K-Nearest Neighbor (KNN) 

The K-Nearest Neighbor (KNN) 

method is a method used in classifying objects 

with the closest rarity so that a new object 

classification can be generated. The formula 

for equation (1) is the distance formula used in 

KNN [8]: 

𝑑𝐸𝑢𝑐𝑙𝑖𝑑𝑖𝑎𝑛 (𝑥,𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖) 2 𝑖               (1)   

D. Naïve Bayes 

This classification algorithm is for 

predicting return values, where the effect of 

these values determines the value of other 

attributes independently. Naive Bayes formula 

[9]. shown in the following equation (2): 

𝑃(𝑌│X)=𝑃(𝑌) ∏ 𝑃(𝑋𝑖│𝑌)      (2) 

 

Where : 

P(X│Y) : vector X in class Y as probability 

P(Y) : class Y in vector X as the start of 

independent probability class 

E. Confusion Matrix 

The confusion matrix consists of data sets, 

namely positive class and negative class 
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III. RESEARCH METODHS 

This research method uses knowledge 

discovery in database (KDD). The following 

is an explanation of each stage of the research 

from figure 2. 

A.  Selection  

This stage selects graduates who are on 

time for 3 years and have a minimum GPA of 

3.00 which will be the target variable and 

gender, GPA semesters 1 to 4 will be the 

predictor variable 

B. Prepocessing 

  The data is taken based on the student 

database and data is cleaned from duplicate 

data 

 

Fig. 2. Stages of research using the KDD 

method. 

C. Transformation 

At this stage there are no more data 

errors found, so at this stage what is done is 

data transformation where the types of data 

will be grouped by category. In the table there 

are 2 categories, namely target and predictor 

variables. 

TABLE I : TARGET AND PREDICTOR 

VARIABLES 

Category Target 

Variables 

Category Target Variables 

Graduation and 

GPA Appropriate 

( Graduated 3 

years with GPA 

>= 3.00 ) 

Graduation and GPA 

Appropriate (Graduated 3 years 

with GPA >= 3.00) 

It is not in 

accordance with 

It is not in accordance with 

Category 

Predictor 

Variables 

Category Predictor Variables 

Male Gender Male Gender 

 

D. Data Mining 

At this stage, the data technique is 

selected according to the classification 

function on the KNN and Naïve Bayes 

algorithms. 

E.  Evaluation 

This stage aims to evaluate the 

prediction results that have been generated by 

the two algorithms. Confusion Matrix method 

is used to evaluate, while the performance 

values used are accuracy and error. 

 

IV. RESULT AND ANALYSIS 

A. Selection 

Sources of data taken from student 

databases such as data on grades and 

graduation of the department of informatics 

management at AMIK Medicom from 2010 to 

2015. 

B. Prepocessing 

Compiling and sorting the data again 

so that there is no duplicate data, so that it can 
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produce the highest value taken. 

 

TABLE II : EXAMPLES OF STUDENT 

INITIAL DATA THAT HAVE NOT BEEN 

TRANSFORMED 

N
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C. Transformation 

The transformation is done by making the 

initial data into a table and then it will be 

processed into several types of data starting 

from the overall GPA from semester 1 to 

semester 6. The processed dataset is in Table 

3. 

 

TABLE III : TRANSFORMED DATA 

No NIM 
GEN

RE 

I-

1 

I-

2 

I-

3 

I-

4 DESCRIPTION 

1 153100001 L  P P P In accordance 

        

2 153100002 L P P P P In accordance 

3 153100003 P  O O O In accordance 

4 153100004 P  P P P In accordance 

5 153100005 P P P P P In accordance 

6 153100006 P  O O O 
Not in 

accordance 

7 153100007 L 
P 

O O 
P 

Not in 

accordance 

8 153100008 L  P P P In accordance 

9 153100009 P P P P P In accordance 

10 153100010 P P P P P In accordance 

 

D. Data Mining 

The application used to manage data is 

Rapidminer with a lot of 500 data. The data 

transformation process uses the excel 

application, then cross validation is carried out 

with the k-Fold Cross Validation process. 

K-Fold Cross validation is a method 

used for performance evaluation where the 

data is divided into two, namely training data 

and test data. With the value of k taken 20 fold 

so that 500 data becomes 25 subsets of data to 

be tested. 

Fig. 3. Data retrieval process for Naive 

Bayes algorithm and kNN 

 

E. Classification Calculation Results with 

RapidMiner 

Algoritma Naïve Bayes. The 

classification technique applied to the Naïve 
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Bayes algorithm training data is shown in 

Figure 4. 

 

 

Fig. 4. Naive bayes algorithm classification. 

 

The output results in this algorithm are 

the “suitable” and “incompatible” 

classifications made in the prediction table 5 

confusion matrix 

TABLE IV : CONFUSION MATRIX 

NAVE BAYES ALGORITHM 
 PREDICTIONS 

ON TIME  

PREDICTIONS 

NOT ON TIME 

TRUE ON 

TIME 

408 42 

TRUE 

NOT ON 

TIME 

22 28 

 

Information: 

1) Number of data true on time with 

prediction on time = 408 

2) Number of data true on time with 

predictions not on time = 42 

3) The number of true data not on time with 

predictions not on time = 22 

4) The number of true data not on time with 

predictions not on time = 48 

The evaluation used in this method is the 

value of accuracy and error. 

Accuracy results are: 

Accuracy  =   
408 + 28

408 + 42 + 22 + 28 
 =  87,2% 

 

Error  =   
22 + 42

408 + 42 + 22 + 28 
 =  12,8% 

 

 

Fig. 5. Graph of the accuracy of the nave 

Bayes algorithm. 

 

Algoritma KNN 

The classification technique on the training 

data used in the KNN algorithm with K taken 

as many as 8.  

 

 

Fig. 6.  KNN algorithm classification. 

 

The ouput result in this algorithm are 

the “ suitable” and “incompatible” 

classifications made in the prediction table 5 

confusion matrix. 
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TABLE V : CONFUSION MATRIX 

NAVE BAYES ALGORITHM 
 PREDICTIONS 

ON TIME  

PREDICTIONS 

NOT ON TIME 

TRUE ON 

TIME 

398 37 

TRUE NOT 

ON TIME 

32 33 

 

Information: 

1) Number of data true on time with 

prediction on time = 408 

2) Number of data true on time with 

predictions not on time = 42 

3) The number of true data not on time with 

predictions not on time = 22 

4) The number of true data not on time with 

predictions not on time = 48 

The evaluation used in this method is the 

value of accuracy and error. 

Accuracy results are: 

Accuracy  =   
398 + 37

408 + 42 + 22 + 28 
 =  87 % 

Error  =   
32 + 37

408 + 42 + 22 + 28 
 =  13,8 % 

 

 

 

Fig. 7. Graph of the accuracy of the KNN 

algorithm. 

 

V. CONCLUSION 

The final results of each method, 

namely accuracy and error, will be compared 

so that it can be concluded which algorithm is 

better at predicting student graduation with a 

graduation time of 3 years and a GPA >= 3.00. 

 

TABLE VI: COMPARISON OF NAÏVE 

BAYES AND KNN . CONCLUSIONS 
Algorithm Accuracy Error 

Naïve Bayes 87,2 % 12,8 % 

KNN 87 % 13,8 % 

 

The conclusions obtained from this 

research are: 

1. All student graduation information is 

easily obtained when using data mining 

Naives Bayes and KNN algorithms are 

suitable for predicting student graduation. 

2. 2 From the calculation results, it is 

obtained that a higher level of accuracy is 

used by using the Nave Bayes algorithm 

with an accuracy rate of 87.2% and an 

error of 12.8% smaller than the KNN 

algorithm. 
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